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FIG. 1B
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FIG. 3A
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FIG. 5
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FIG. 6A
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FIG. 7A
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FIG. 8A
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FIG. 12C
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IMAGE PROCESSING DEVICE, IMAGE
PROCESSING METHOD, PROGRAM, AND
INTEGRATED CIRCUIT

TECHNICAL FIELD

The present invention relates to image processing devices,
and in particular to image processing devices which perform
image processing, such as anti-aliasing, on three-dimensional
graphics (3D-graphics) images.

BACKGROUND ART

A digital image cannot be rendered in units smaller than
pixel units, thus causing jaggies at the contour (edge) of a
polygon. For example, when a polygon as shown in (A) of
FIG. 16 is rendered, a scaled-up oblique contour of the poly-
gon has stair-stepping (jagged) appearance as shown in (B) of
FIG. 16. A technique of anti-aliasing is used to make such
jaggies less prominent.

CITATION LIST
Patent Literature

[PTL 1] Japanese Patent No. 3626709

SUMMARY OF INVENTION
Technical Problem

However, anti-aliasing requires a large capacity memory,
which is a problem.

The present invention addresses the above conventional
problems, and an object thereof is to provide an image pro-
cessing device which achieves improvement in image quality
without requiring a large memory, while storing information
on sub-pixels as much as possible.

Solution to Problem

An image processing device according to an aspect of the
present invention includes: an edge determination unit con-
figured to determine, for each of plural pixels in a unit of
processing, whether the pixel includes a predetermined edge,
the plural pixels being included in image data; a representa-
tive pixel value storage unit configured to, for each of the
plural pixels, select one of plural sub-pixels obtained by
dividing the pixel, as a representative sub-pixel or generate
the representative sub-pixel by mixing pixel values of the
plural sub-pixels, and store, into a representative pixel value
storage area, a representative pixel value which is a pixel
value of the representative sub-pixel; and a sub-pixel value
storage unit configured to store, into a sub-pixel value storage
area, pixel values of two or more of the plural sub-pixels in
each of pixels determined by the edge determination unit to
include the predetermined edge, the two or more of the plural
sub-pixels being other than the representative sub-pixel
selected by the representative pixel value storage unit. The
sub-pixel value storage area stores one or more sets corre-
sponding to N number of pixels, the one or more sets each
including a pixel position and a pixel value of each sub-pixel
other than the representative sub-pixel of a pixel at the pixel
position, N being a natural number smaller than a total num-
ber of the plural pixels in the unit of processing for the edge
determination unit.
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It should be noted that these general and specific aspects
may be implemented using a system, a method, an integrated
circuit, a computer program, a recording medium, or any
combination of systems, methods, integrated circuits, com-
puter programs, and recording media.

Advantageous Effects of Invention

According to the present invention, for example, a memory
band necessary for data transfer between memories and
memory capacity can be reduced by improving a structure of
image data stored in a memory and limiting the number of
pixels which can be stored in a sub-pixel value storage area.

BRIEF DESCRIPTION OF DRAWINGS

FIG. 1A briefly illustrates an image processing device
according to an aspect of the present invention.

FIG. 1B is a block diagram showing a configuration of an
image processing device according to Embodiment 1 of the
present invention.

FIG. 2A shows an example of a specific configuration of an
image processing unit.

FIG. 2B shows another example of a specific configuration
of the image processing unit.

FIG. 3A shows an example of 64-pixel image data gener-
ated by the image processing unit.

FIG. 3B shows a result of performing anti-aliasing on pixel
data in FIG. 3A.

FIG. 4 shows an example of a specific configuration of a
transfer unit.

FIG. 5 is a flowchart showing steps of processing by the
transfer unit in FI1G. 4.

FIG. 6A shows an example of image data used in polygon
edge determination processing.

FIG. 6B shows a result of performing polygon edge deter-
mination processing on the image data in FIG. 6A.

FIG. 7A shows an example of selecting a pixel, based on a
greatest color difference.

FIG. 7B shows an example of selecting a pixel, based on a
greatest difference in depth values.

FIG. 8A shows in detail pixels each including a polygon
edge.

FIG. 8B shows an example of data stored in a representa-
tive pixel value storage area.

FIG. 8C shows an example of data stored in a sub-pixel
value storage area.

FIG. 9A shows an example of selecting a representative
sub-pixel, based on a result of Z-test.

FIG. 9B shows an example of selecting a representative
sub-pixel, based on write-enable bits.

FIG. 10 shows another example of a specific configuration
of the transfer unit.

FIG. 11 is a flowchart showing steps of processing by the
transfer unit in FIG. 10.

FIG. 12 A shows an example of data stored in the represen-
tative pixel value storage area.

FIG. 12B shows an example of data stored in the sub-pixel
value storage area.

FIG. 12C shows an example of image data loaded by image
data load processing.

FIG. 13 shows a specific configuration of a transfer unit
according to Embodiment 2.

FIG. 14 is a flowchart showing steps of processing by the
transfer unit in FIG. 13.

FIG. 15A illustrates an example when many pixels include
a polygon edge.
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FIG. 15B shows a relationship between the number of
pixels each including a polygon edge and accuracy of pixel
values stored in the sub-pixel value storage area.

FIG. 16 illustrates an example of occurrence of jaggies.

FIG. 17 is a block diagram showing a configuration of a
conventional image processing device.

DESCRIPTION OF EMBODIMENTS

(Underlying Knowledge Forming Basis of the Present
Invention)

One of the anti-aliasing techniques is to make jaggies less
prominent by blending a pixel value of a rendered graphic and
a pixel value of the background, based on the occupancy of
the rendered graphic in a pixel area where jaggies are caused.
The occupancy is a value indicating a proportion of an area of
a pixel where a graphic is rendered to that pixel. One method
for calculating occupancy is a known algorithm (oversam-
pling) for setting plural sampling points in a range of one
pixel, determining for each sampling point as to whether the
point is located inside or outside the area where a graphic is
rendered, and using, as the occupancy, the ratio of the number
of points determined to be inside the area where a graphic is
rendered to the number of sampling points in one pixel.

In the case of 3D graphics, coordinates are present also in
a depth direction relative to a screen, and often plural graphics
overlap in the depth direction. It is possible to perform anti-
aliasing on 3D graphics using oversampling by virtually
dividing one pixel into plural sampling points (sub-pixels)
and determining for each sub-pixel of all the graphics whether
rendering is performed. Then, after rendering all the graphics,
pixel values (colors) of sub-pixels of each pixel are mixed,
and the obtained color is used as the color of that pixel.
However, until the end of rendering all the graphics, a large
memory for storing all the sub-pixel colors is necessary, and
furthermore a band for writing to the memory is necessary
according to a multiple of sampling points.

A conventional image processing device uses a method for
reducing necessary memory capacity by limiting the number
of sub-pixels which can be held in each pixel to a number
smaller than the number of sampling points, to solve the
above problems (for example, see Patent Literature (PTL) 1).

FIG. 17 shows a conventional image processing device 900
disclosed in PTL 1. In FIG. 17, the image processing device
900 includes a rendering control unit 906, a pixel storage
memory 905, a pixel data combination unit 907, and a pixel
data generation unit 901 that includes a coordinates genera-
tion unit 902, a color value generation unit 903, and a pixel
occupancy generation unit 904.

The coordinates generation unit 902 generates 3D vertex
coordinates of a graphic to be rendered, based on a rendering
instruction from a central unit of processing (CPU) (not illus-
trated). The color value generation unit 903 generates a color
value of a pixel to be used for rendering, based on the render-
ing instruction from the CPU. The pixel occupancy genera-
tion unit 904 calculates, for each pixel, occupancy of a
graphic to be rendered.

The rendering control unit 906 performs writing control
(selects pixel data) for each pixel, based on a depth value (Z
value) and occupancy when pixel data generated by the pixel
data generation unit 901 is to be stored in the pixel storage
memory 905. The pixel storage memory 905 stores, for each
pixel, a predetermined number of (a plurality of) pixel data
pieces of plural graphics rendered using the same pixel. The
pixel data combination unit 907 mixes, for each pixel stored
in the pixel storage memory 905, color values of pixel data
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pieces of the same pixel, based on the occupancy and a Z
value of pixel data of that pixel.

Specifically, in PTL 1, the number of sub-pixel data pieces
to be stored for each pixel is limited, and if the number
exceeds the limit, pixel data is combined, thereby reducing
necessary memory capacity.

However, according to the above conventional configura-
tion, the number of sub-pixel data pieces to be stored for one
pixel is limited to the number of overlapping graphics, and
thus sub-pixel data is repeatedly selected when many over-
laps of graphics occur in the same pixel in sub-pixel units.
This results in a problem that image quality easily and locally
deteriorates.

In order to solve such a problem, an image processing
device according to an aspect of the present invention
includes: an edge determination unit configured to determine,
for each of plural pixels in a unit of processing, whether the
pixel includes a predetermined edge, the plural pixels being
included in image data; a representative pixel value storage
unit configured to, for each of the plural pixels, select one of
plural sub-pixels obtained by dividing the pixel, as a repre-
sentative sub-pixel or generate the representative sub-pixel by
mixing pixel values of the plural sub-pixels, and store, into a
representative pixel value storage area, a representative pixel
value which is a pixel value of the representative sub-pixel;
and a sub-pixel value storage unit configured to store, into a
sub-pixel value storage area, pixel values of two or more of
the plural sub-pixels in each of pixels determined by the edge
determination unitto include the predetermined edge, the two
or more of the plural sub-pixels being other than the repre-
sentative sub-pixel selected by the representative pixel value
storage unit. The sub-pixel value storage area stores one or
more sets corresponding to N number of pixels, the one or
more sets each including a pixel position and a pixel value of
each sub-pixel other than the representative sub-pixel of a
pixel at the pixel position, N being a natural number smaller
than a total number of the plural pixels in the unit of process-
ing for the edge determination unit.

Based on the above configuration, a memory band neces-
sary for data transfer between memories and memory capac-
ity can be reduced by improving a structure of image data
stored in memories and limiting the number of pixels which
can be stored in the sub-pixel value storage area.

The image processing device may further include: a first
memory which stores, as image data, pixel values of plural
sub-pixels obtained by dividing each of pixels included in an
image; a second memory which includes the representative
pixel value storage area and the sub-pixel value storage area;
an image processing unit configured to perform image pro-
cessing on the image data stored in the first memory; and a
transfer unit configured to transfer at least a portion of the
image data stored in the first memory between the first
memory and the second memory, the transfer unit including:
the edge determination unit; the representative pixel value
storage unit; and the sub-pixel value storage unit.

As a typical example of the above configuration, the first
memory is amemory which stores image data accessed by the
image processing unit at a high frequency, whereas the sec-
ond memory is amemory fortemporarily saving, for instance,
image data accessed by the image processing unit at a low
frequency. Now, the first memory needs to store pixel values
of all sub-pixels, whereas the second memory may store
representative pixel values of pixels which do not include a
polygon edge, and pixel values of all the sub-pixels of pixels
including a polygon edge. In this manner, a memory band
necessary for data transfer between the first and second
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memories and the capacity of the second memory can be
reduced by improving a data structure of saved data.

The edge determination unit may be configured to calcu-
late a total number of the pixels in the unit of processing each
of which includes the predetermined edge. The sub-pixel
value storage unit may be configured to increase N, with an
increase in the total number of the pixels calculated by the
edge determination unit, in exchange for decreasing a total
number of bits in each pixel value to be stored in the repre-
sentative pixel value storage area and/or the sub-pixel value
storage area, N indicating a total number of pixels storable in
the sub-pixel value storage area.

In this manner, by increasing the number of pixels which
can be stored in the sub-pixel value storage area in exchange
for lowering the accuracy (number of bits) of pixel values to
be stored in the second memory, the capacity of the second
memory can be fixed both when image data of an image
having many polygon edges is stored and when image data of
an image having few polygon edges is stored.

The image processing device may further include: a pixel
selection unit configured to select, when a total number of the
pixels determined by the edge determination unit to include
the predetermined edge exceeds N that is the natural number,
N pixels from among the pixels determined to include the
predetermined edge. For each of the pixels selected by the
pixel selection unit, the sub-pixel value storage unit may be
configured to store the pixel value of each sub-pixel other than
the representative sub-pixel of the pixel into the sub-pixel
value storage area.

The pixel selection unit may be configured to calculate, for
each of the pixels determined by the edge determination unit
to include the predetermined edge, a greatest color difference
between the sub-pixels included in the pixel, and select N
pixels in descending order of the calculated greatest color
difference.

In this manner, when there are many pixels each including
a polygon edge, the capacity of the second memory can be
fixed by not storing the pixel values of sub-pixels other than
the representative sub-pixels of pixels each including a less
prominent polygon edge (pixels having a small greatest color
difference) into the sub-pixel value storage area.

The pixel value of each of the sub-pixels may include a
color value indicating a color of a pixel which includes the
sub-pixel, and a depth value indicating a position of the sub-
pixel in a depth direction. The pixel selection unit may be
configured to select N pixels from among the pixels deter-
mined by the edge determination unit to include the predeter-
mined edge, in descending order of a greatest difference in the
depth value between the sub-pixels.

The pixel value of each of the sub-pixels may include a
color value indicating a color of a pixel which includes the
sub-pixel, and a depth value indicating a position of the sub-
pixel in a depth direction. The pixel selection unit may be
configured to, for each of the pixels determined by the edge
determination unit to include the predetermined edge, calcu-
late a greatest color difference between the sub-pixels
included in the pixel, select N pixels in descending order of
the calculated greatest color difference, and select N pixels
from among the pixels determined by the edge determination
unit to include the predetermined edge, in descending order of
a greatest difference in the depth value between the sub-
pixels. The sub-pixel value storage unit may be configured to
store, into different areas of the sub-pixel value storage area,
a color value of each sub-pixel other than the representative
sub-pixel of each of the N pixels selected by the pixel selec-
tion unit in descending order of the greatest color difference,
and a depth value of each sub-pixel other than the represen-
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tative sub-pixel of each of the N pixels selected by the pixel
selection unit in descending order of the greatest difference in
the depth value.

Each of pixels included in the image may be associated
with a combination completed bit set to one of a first value and
a second value, the first value indicating that the representa-
tive sub-pixel has been generated by mixing pixel values of
plural sub-pixels included in the pixel, the second value indi-
cating that pixel values of plural sub-pixels included in the
pixel are not yet mixed. The pixel selection unit may be
configured to select N pixels from among pixels determined
by the edge determination unit to include the predetermined
edge and associated with the combination completed bit setto
the second value.

The image processing device may further include: a first
memory which stores, as image data, the pixel values of the
sub-pixels obtained by dividing each of the pixels included in
the image; and an image processing unit configured to per-
form image processing on the image data stored in the first
memory. For each of the sub-pixels, the first memory may
further store a write-enable bit set to one of a third value and
a fourth value, the third value indicating that the sub-pixel is
used to render a polygon in immediately preceding rendering
processing by the image processing unit, the fourth value
indicating that the sub-pixel is not used to render a polygon in
the immediately preceding rendering processing by the image
processing unit. For each of the pixels determined by the edge
determination unit to include the predetermined edge and
associated with the combination completed bit set to the
second value, the representative pixel value storage unit may
be configured to select a sub-pixel associated with the write-
enable bit set to the third value as the representative sub-pixel,
from among plural sub-pixels included in the pixel, or gen-
erate the representative sub-pixel by mixing pixel values of
sub-pixels each associated with the write-enable bit set to the
third value.

The representative pixel value storage unit may be config-
ured to set, to the first value, the combination completed bit of
a pixel determined by the edge determination unit to include
the predetermined edge and not selected by the pixel selection
unit.

The edge determination unit may be configured to calcu-
late, for each of the plural pixels in the unit of processing, a
greatest color difference between the sub-pixels included in
the pixel, and determine a pixel the calculated greatest color
difference of which exceeds a threshold value to include the
predetermined edge.

The image processing device may further include: a first
memory which stores, as image data, pixel values of plural
sub-pixels obtained by dividing each of pixels included in an
image; and an image processing unit configured to perform
image processing on the image data stored in the first
memory. For each of the sub-pixels, the first memory may
further store a write-enable bit set to one of a third value and
a fourth value, the third value indicating that the sub-pixel is
used for rendering in immediately preceding rendering pro-
cessing by the image processing unit, the fourth value indi-
cating that the sub-pixel is not used for rendering in the
immediately preceding rendering processing by the image
processing unit. The edge determination unit may be config-
ured to determine, among the plural pixels in the unit of
processing, a pixel including sub-pixels associated with the
write-enable bits having different values to include the pre-
determined edge.

The pixel value of each sub-pixel may include a color value
indicating a color of a pixel which includes the sub-pixel, and
a depth value indicating a position of the sub-pixel in a depth



US 9,235,872 B2

7

direction. The representative pixel value storage unit may be
configured to select or generate the representative sub-pixel
of each of the plural pixels, based on a difference in the depth
value between the sub-pixels included in the pixel.

The image processing unit may be configured to perform
anti-aliasing on the image data stored in the first memory,
processing of newly creating the image data, or processing of
editing an image represented by the image data.

The transfer unit may further include: a representative
pixel value reading unit configured to read, from the repre-
sentative pixel value storage area of the second memory, the
representative pixel value of each of the plural pixels in the
unit of processing; a sub-pixel value reading unit configured
to read, from the sub-pixel value storage area of the second
memory, the pixel value of each sub-pixel other than the
representative sub-pixel of each pixel determined to include
the predetermined edge; and a pixel load unit configured to
generate a pixel value of each pixel including the predeter-
mined edge, from the representative pixel value read by the
representative pixel value reading unit and the pixel value of
each sub-pixel other than the representative sub-pixel read by
the sub-pixel value reading unit, generate a pixel value of each
of pixels determined not to include the predetermined edge,
by duplicating the representative pixel value read by the rep-
resentative pixel value reading unit to each sub-pixel, and
write image data including the generated pixel values of the
pixels into the first memory.

Each of the pixels included in the image may be associated
with a combination completed bit set to one of a first value and
a second value, the first value indicating that the representa-
tive sub-pixel has been generated by mixing pixel values of
plural sub-pixels included in the pixel, the second value indi-
cating that pixel values of plural sub-pixels included in the
pixel are not yet mixed. For each of the sub-pixels, the first
memory may further store a write-enable bit set to one of a
third value and a fourth value, the third value indicating that
the sub-pixel is used for rendering in immediately preceding
rendering processing by the image processing unit, the fourth
value indicating that the sub-pixel is not used for rendering in
the immediately preceding rendering processing by the image
processing unit. The image processing unit may be config-
ured to set, to the second value, the combination completed
bit of a pixel including sub-pixels each having the write-
enable bit set to the third value, after rendering processing.

As an example, the predetermined edge may be a polygon
edge.

An image processing method according to an aspect of the
present invention includes: (a) determining, for each of plural
pixels in a unit of processing, whether the pixel includes a
predetermined edge, the plural pixels being included in image
data; (b) for each of the plural pixels, selecting one of plural
sub-pixels obtained by dividing the pixel, as a representative
sub-pixel or generating the representative sub-pixel by mix-
ing pixel values of the plural sub-pixels, and storing, into a
representative pixel value storage area, a representative pixel
value which is a pixel value of the representative sub-pixel;
and (c) storing, into a sub-pixel value storage area, pixel
values of two or more of the plural sub-pixels in each of pixels
determined in step (a) to include the predetermined edge, the
two or more of the plural sub-pixels being other than the
representative sub-pixel selected in step (b). The sub-pixel
value storage area stores one or more sets corresponding to N
number of pixels, the one or more sets each including a pixel
position and a pixel value of each sub-pixel other than the
representative sub-pixel of a pixel at the pixel position, N
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being a natural number smaller than a total number of the
plural pixels in the unit of processing for the edge determi-
nation unit.

A program according to an aspect of the present invention
causes a computer to process an image. Specifically, the pro-
gram causes a computer to execute: (a) determining, for each
of plural pixels in a unit of processing, whether the pixel
includes a predetermined edge, the plural pixels being
included in image data; (b) for each of the plural pixels,
selecting one of plural sub-pixels obtained by dividing the
pixel, as a representative sub-pixel or generating the repre-
sentative sub-pixel by mixing pixel values of the plural sub-
pixels, and storing, into a representative pixel value storage
area, a representative pixel value which is a pixel value of the
representative sub-pixel; and (c¢) storing, into a sub-pixel
value storage area, pixel values of two or more of the plural
sub-pixels in each of pixels determined in step (a) to include
the predetermined edge, the two or more of the plural sub-
pixels being other than the representative sub-pixel selected
in step (b). The sub-pixel value storage area stores one or
more sets corresponding to N number of pixels, the one or
more sets each including a pixel position and a pixel value of
each sub-pixel other than the representative sub-pixel of a
pixel at the pixel position, N being a natural number smaller
than a total number of the plural pixels in the unit of process-
ing for the edge determination unit.

An integrated circuit according to an aspect of the present
invention includes: an edge determination unit configured to
determine, for each of plural pixels in a unit of processing,
whether the pixel includes a predetermined edge, the plural
pixels being included in image data; a representative pixel
value storage unit configured to, for each of the plural pixels,
select one of plural sub-pixels obtained by dividing the pixel,
as a representative sub-pixel or generate the representative
sub-pixel by mixing pixel values of the plural sub-pixels, and
store, into a representative pixel value storage area, a repre-
sentative pixel value which is a pixel value of the representa-
tive sub-pixel; and a sub-pixel value storage unit configured
to store, into a sub-pixel value storage area, pixel values of
two or more of the plural sub-pixels in each of pixels deter-
mined by the edge determination unit to include the predeter-
mined edge, the two or more of the plural sub-pixels being
other than the representative sub-pixel selected by the repre-
sentative pixel value storage unit. The sub-pixel value storage
area stores one or more sets corresponding to N number of
pixels, the one or more sets each including a pixel position
and a pixel value of each sub-pixel other than the representa-
tive sub-pixel of a pixel at the pixel position, N being a natural
number smaller than a total number of the plural pixels in the
unit of processing for the edge determination unit.

It should be noted that these general and specific aspects
may be implemented using a system, a method, an integrated
circuit, a computer program, a recording medium, or any
combination of systems, methods, integrated circuits, com-
puter programs or recording media.

The following describes embodiments of the present
invention, with reference to the drawings. Each of the
embodiments described below shows a specific example. The
numerical values, shapes, materials, constituent elements, the
arrangement and connection of the constituent elements,
steps, the processing order of the steps, and the like shown in
the following embodiments are mere examples, and thus are
not intended to limit the present invention. Therefore, among
the constituent elements in the following exemplary embodi-
ments, constituent elements not recited in any of the indepen-
dent claims defining the most generic part of the inventive
concept are described as arbitrary constituent elements.
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First, a brief description is given of an image processing
device according to an aspect of the present invention, with
reference to FIG. 1A. FIG. 1A is a schematic block diagram
of'an image processing device 10 according to an aspect of the
present invention. The image processing device 10 includes
an edge determination unit 11, a representative pixel value
storage unit 12, and a sub-pixel value storage unit 13, as
shown in FIG. 1A.

The edge determination unit 11 determines, for each of
plural pixels in one unit of processing, whether the pixel
includes a predetermined edge, the plural pixels being
included in image data. For each of the plural pixels, the
representative pixel value storage unit 12 selects one of plural
sub-pixels as a representative sub-pixel or generates the rep-
resentative sub-pixel by mixing pixel values of the plural
sub-pixels, and store, into a representative pixel value storage
area, a representative pixel value which is a pixel value of the
representative sub-pixel. For each pixel determined by the
edge determination unit 11 to include the predetermined
edge, the sub-pixel value storage unit 13 stores, into a sub-
pixel value storage area, a pixel value of one or more of the
plural sub-pixels other than the representative sub-pixel
selected by the representative pixel value storage unit 12.

Embodiment 1

FIG. 1B is a block diagram showing an example of a
specific configuration of an image processing device accord-
ing to Embodiment 1 of the present invention. The image
processing device 100 shown in FIG. 1B mainly includes an
image processing unit 110, a first memory 120, a transfer unit
130, and a second memory 140.

The first memory 120 and the second memory 140 are
storage units for storing image data of images. Although a
common aspect of the first and second memories 140 is to
store image data, the memories store image data in different
data formats. A detailed description is given below.

The first memory 120 is typically a cache memory which
stores data highly frequently accessed by a rasterizer circuit
(notillustrated). In contrast, the second memory 140 is amain
memory which stores data accessed less frequently by the
rasterizer circuit than data in the first memory 120. Alterna-
tively, the first memory 120 may be a main memory including
a cache memory, and the second memory 140 may be a virtual
memory.

It should be noted that although a specific configuration of
the storage units is not particularly limited, and any means
which can record data such as, for example, a dynamic ran-
dom access memory (DRAM), a synchronous dynamic ran-
dom access memory (SDRAM), a flash memory, a ferroelec-
tric memory, or a hard disk drive (HDD) can be utilized as the
storage units.

The image processing unit 110 performs image processing
on image data stored in the first memory 120. A description of
a specific example of image processing by the image process-
ing unit 110 is given below. The transfer unit 130 transfers
image data between the first memory 120 and the second
memory 140. A description of a specific example of process-
ing of transferring image data by the transfer unit 130 is given
below.

Next, a specific description is given of image processing by
the image processing unit 110, with reference to FIGS. 2A
and 2B.

First, the image processing unit 110 shown in FIG. 2A
newly renders an image (polygon image), stores image data
of the rendered image into the first memory 120, and edits
image data of an image already stored in the first memory 120
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(such as addition, modification, and deletion). Specifically,
the image processing unit 110 shown in FIG. 2A includes a
coordinates generation unit 111, a color value generation unit
112, and an effective pixel bit generation unit 113.

The coordinates generation unit 111 generates information
on position coordinates of a pixel to be used for rendering,
based on a rendering instruction from the rasterizer circuit
(not illustrated). The color value generation unit 112 gener-
ates a pixel value of a pixel to be used for rendering, based on
a rendering instruction from the rasterizer circuit. The effec-
tive pixel bit generation unit 113 determines whether a pixel
to be used for rendering is an effective pixel (pixel to be used
for display), and generates an effective pixel bit (write-enable
bit) when the pixel is an effective pixel. Then, the image
processing unit 110 stores image data of the rendered image
into the first memory 120, based on information generated by
the coordinates generation unit 111, the color value genera-
tion unit 112, and the effective pixel bit generation unit 113.

It should be noted that a “pixel value” of a pixel in this
specification includes a color value indicating a color of the
pixel (or sub-pixel) and a depth value indicating a position of
the pixel (or sub-pixel) in the depth direction, for example.
Further, a combination completed bit and a write-enable bit
may be included in a pixel value, or may be stored together
with the pixel value.

A combination completed bit is a bit associated with each
pixel which forms an image, and is set to a first value (for
example, “1”) indicating that a representative sub-pixel is
generated by mixing pixel values of plural sub-pixels
included in the pixel or a second value (for example, “0”)
indicating that pixel values of plural sub-pixels are not yet
mixed. It should be noted that this combination completed bit
is typically transferred between the first and second memories
120 and 140, together with a color value, a depth value, and
others.

A write-enable bit is a bit associated with each sub-pixel,
and is set to a third value (for example, “1”) indicating that the
sub-pixel is used to render a polygon in immediately preced-
ing rendering processing by the image processing unit 110 or
a fourth value (for example, “0”) indicating that the sub-pixel
is not used to render a polygon in immediately preceding
rendering processing. Typically, such write-enable bits are
stored in the first memory 120, and are not transferred to the
second memory 140.

Specifically, the effective pixel bit generation unit 113 sets,
to the third value, a write-enable bit associated with a sub-
pixel used for newly rendering a polygon image. Further, after
rendering processing, the effective pixel bit generation unit
113 sets, to the second value, a combination completed bit
associated with a pixel having sub-pixels all associated with
write-enable bits set to the third value.

FIG. 3A shows an example of image data generated by the
image processing unit 110 described above and stored in the
first memory 120. FIG. 3A shows an example of image data
which includes 8 pixels in width and 8 pixels in height, that is,
64 pixels in total. Each pixel has sampling points the number
of which is 2 sub-pixels in width and 2 sub-pixels in height,
that is, 4 in total.

It should be noted that in the description below, a pixel
number (pixel position ID) for identifying each pixel is
defined as follows. Specifically, a pixel position ID of a pixel
identified based on the row number (=0 to 7) and the column
number (f=0 to 7) in FIG. 3A is defined as 8xa+f. In other
words, the pixels can be expressed as follows: an upper left
pixel is pixel 0 (=8x0+0); an upper right pixel is pixel 7
(=8x0+7); a lower left pixel is pixel 56 (=8x7+0); and a lower
right pixel is pixel 63 (=8x7+7).
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Here, pixel 55 in the example of FIG. 3A have four sub-
pixels 55ato 55d with different pixel values. Specifically, the
pixel values of upper left sub-pixel 55a, upper right sub-pixel
55b, and lower left sub-pixel 55¢ are (R, G, B)=(255, 255,
255), whereas the pixel value of lower right sub-pixel 55d is
(R, G, B)=(0, 102, 0). It should be noted that in the example
of FIG. 3A, the illustration of transparency, depth values,
combination completed bits, and write-enable bits is omitted.

On the other hand, pixels 0 and 38 in the example of FIG.
3 A each have four sub-pixels with the same pixel value. For
example, the pixel values of four sub-pixels of pixel O are (R,
G, B)=(0, 102, 0), and the pixel values of four sub-pixels of
pixel 38 are (R, G, B)=(255, 255, 255).

Specifically, for a pixel value of each of four sub-pixels,
image data stored in the first memory 120 includes, for
example, information on a color value (1 byte each for RGB
and 1 byte for transparency a) and a depth value (4 bytes for
Z value), for instance. In Embodiment 1, values calculated
using the coordinate position of the center of each pixel are
used as a pixel value and a depth value of each sub-pixel.
Furthermore, the image data may include a combination com-
pleted bit and/or a write-enable bit in addition to a pixel value
and a depth value.

In the above example, although a set of information pieces
including a color value, a depth value, a combination com-
pleted bit, a write-enable bit, and others is included in one
sub-pixel, these may be separately stored in different areas.
For example, a pixel value and a depth value may be sepa-
rately processed.

The image processing unit 110 shown in FIG. 2B includes
an anti-aliasing unit 114. For example, for each of pixels 0 to
63 shown in FIG. 3A, the anti-aliasing unit 114 mixes sub-
pixel values (sub-pixel colors) of the pixel, and determines a
pixel value (display pixel value) of the pixel for the display on
a display unit 150. Specifically, an image constituted by
16x16 sub-pixels shown in FIG. 3A cannot be displayed on
the display unit 150 as it is, and thus sub-pixel values are
mixed on a pixel-by-pixel basis, to determine final display
pixel values.

Specifically, the anti-aliasing unit 114 determines display
pixel values by averaging pixel values of four sub-pixels for
each component. As shown in FIG. 3B, pixel values (R, G,
B)=(192, 216, 192) of display pixel 55' are obtained by aver-
aging four sub-pixel values of pixel 55 in FIG. 3A for each of
R, G, and B, for example. In contrast, processing of calculat-
ing an average of four sub-pixel values for pixels 0, 38, and
other pixels having equal sub-pixel values may be skipped,
and a given sub-pixel value may be used as a display pixel
value. Then, the anti-aliasing unit 114 executes anti-aliasing
on all pixels 0 to 63 as shown in FIG. 3B, and outputs the
obtained display pixel values to the display unit 150.

The display unit 150 performs display using display pixel
values obtained from the image processing unit 110. The
specific configuration of the display unit 150 is not particu-
larly limited, and for example, a liquid crystal display, a
plasma display, or an organic electroluminescence (EL) dis-
play is applicable thereto.

It should be noted that in order for the image processing
unit 110 to execute processing as described above, pixel val-
ues of all the sub-pixels need to be loaded into the first
memory 120. However, the memory capacity of the first
memory 120 is typically small, and thus if image data having
a large size is processed, it is necessary to leave only data to
be immediately accessed in the first memory 120, and save the
remaining data into the second memory 140.

Now, a description is given of an example of specific pro-
cessing by the transfer unit 130, with reference to FIGS. 4 and
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5. FIG. 4 is a block diagram showing the configuration of the
transfer unit 130 for transferring image data from the first
memory 120 to the second memory 140. FIG. 5 is a flowchart
showing steps of processing (image data compression pro-
cessing) for transferring image data from the first memory
120 to the second memory 140. The transfer unit 130 shown
in FIG. 4 mainly includes a polygon edge determination unit
131, a pixel selection unit 137, a representative pixel value
storage unit 132, and a sub-pixel value storage unit 133.

It should be noted that the polygon edge determination unit
131 corresponds to the edge determination unit 11 in FIG. 1A,
the representative pixel value storage unit 132 corresponds to
the representative pixel value storage unit 12 in FIG. 1A, and
the sub-pixel value storage unit 133 corresponds to the sub-
pixel value storage unit 13 in FIG. 1A.

The polygon edge determination unit 131 determines, for
each of plural pixels in one unit of processing, whether the
pixel includes a polygon edge (S11). In the examples below,
the unit of processing for the polygon edge determination unit
131 is assumed to be 8x8 pixels (64 pixels in total).

FIG. 6 A shows 8x8 pixels (16x16 sub-pixels) which con-
stitute one unit of processing received by the polygon edge
determination unit 131, and a polygon edge extending from
the upper right to the lower left (indicated by “Edge” in the
drawings). In FIG. 6 A, one pixel includes 2x2 sub-pixels, and
shaded sub-pixels are sub-pixels present inside a polygon,
whereas unshaded sub-pixel are sub-pixels outside the poly-
gon. Upon receipt of image data constituted by 16x16 sub-
pixels, the polygon edge determination unit 131 determines,
for each pixel, whether the pixel includes the polygon edge.

A polygon edge means a side of a polygon (triangle) in 3D
graphics. Some of the sub-pixels included in image data in
FIG. 6A include a polygon edge. For example, pixel 33 does
not include the polygon edge, whereas pixel 50 includes the
polygon edge.

There are various methods for the polygon edge determi-
nation unit 131 to determine for each pixel whether the pixel
includes a polygon edge. One of such methods is to make a
determination according to whether there is a difference
(color difference) between pixel values of sub-pixels in the
same pixel, when only a pixel value and/or a depth value are
used for the determination. Regarding pixels which do not
include a polygon edge, all the pixel values or depth values of
sub-pixels in the same pixel should be the same (color differ-
ence=0). In contrast, regarding pixels which include a poly-
gon edge, one or more sub-pixels each having a pixel value
different from those of other sub-pixels should be present in
the same pixel (color difference=0). A polygon edge deter-
mination can be made by using such a feature.

It should be noted that when a determination is made using
a color difference as to whether a pixel includes a polygon
edge, it may be determined that a pixel including sub-pixels
having the greatest color difference smaller than or equal to a
predetermined threshold value does not include a polygon
edge, and a pixel including sub-pixels having the greatest
color difference exceeding the threshold value includes a
polygon edge. A color difference can be obtained by, for
example, calculating, for each component, a difference
between pixel values of two sub-pixels in the same pixel, and
adding the absolute values of the calculated differences. Also,
a value of the greatest color difference between two sub-
pixels among all the combinations of sub-pixels in the same
pixel can be defined as a greatest color difference.

Further, a write-enable bit can also be used for determina-
tion as a method for determining for each pixel whether the
pixel includes a polygon edge. Specifically, if the values of
write-enable bits are different between sub-pixels in the same
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pixel, the polygon edge determination unit 131 may deter-
mine that a polygon edge is present in the pixel.

On the other hand, if the write-enable bits of all the sub-
pixels in the same pixel are set to the same value, or in other
words, if the write-enable bits in the same pixel all indicate
“able” (the third value) or “unable” (the fourth value), a
polygon edge is not be present in the pixel. If all the write-
enable bits indicate “unable”, this indicates that all the sub-
pixels in the same pixel are not write-enabled, and a rendered
polygon itself is not present, whereas if all the write-enable
bits indicate “able”, this indicates that all the sub-pixels in the
same pixel are write-enabled, and the rendered polygon is
over that pixel.

Asaresult, it is determined for each pixel whether the pixel
includes a polygon edge, and as shown in FIG. 6B, pixels can
be classified into shaded pixels which include a polygon edge
and unshaded pixels which do not include a polygon edge.
The polygon edge determination unit 131 determines, for
each pixel, whether the pixel includes a polygon edge, and
transfers 8x8-pixel image data which is one unit of processing
and information indicating whether each pixel includes a
polygon edge to the pixel selection unit 137, the representa-
tive pixel value storage unit 132, and the sub-pixel value
storage unit 133.

The “edge” in step S11 is not limited to a polygon edge, and
any type of edge can be set as a predetermined edge. For
example, the contour of an image may be set as a predeter-
mined edge, or a line obtained by connecting points at which
a luminance gradient exceeds a predetermined threshold
value may be set as a predetermined edge.

Next, the pixel selection unit 137 determines whether the
number of pixels determined by the polygon edge determi-
nation unit 131 to include a polygon edge exceeds N (N is a
natural number) (S12). The value of N may be a fixed value
assigned to the image processing device 100 according to the
capacity of the first memory 120, or may be a value dynami-
cally changed according to the size of an image to be sub-
jected to image processing, for example. The following
examples will be described assuming that N is 16.

If the number of pixels determined to include a polygon
edge exceeds 16 (Yes in S12), the pixel selection unit 137
selects 16 pixels from among pixels determined to include a
polygon edge (S13). If the number of pixels determined to
include a polygon edge is 16 or less (No in S12), the pixel
selection unit 137 selects all the pixels determined to include
a polygon edge.

As a criterion for selecting 16 pixels, the 16 pixels may be
selected from among pixels determined to include a polygon
edge, in descending order of a greatest color difference
between sub-pixels. It should be noted that in the example in
FIG. 7A, a difference between sub-pixels is calculated for
each component, the squares of the calculated differences are
added, and the greatest value of the square roots of the
obtained results is used as a greatest color difference.

As shown by the pattern (A) in FIG. 7A, a pixel with a
large, greatest color difference includes sub-pixels having a
large difference in color. Furthermore, there is atendency that
the smaller a greatest color difference is (the order of patterns
(A), (B), and (C)), the smaller a color difference between
sub-pixels is. In view of this, it is preferable to preferentially
store pixel values of sub-pixels included in a pixel in which
sub-pixels have a great color difference when image data is
transferred from the first memory 120 to the second memory
140. Regarding a pixel which includes sub-pixels having a
small color difference, it is conceivable that the lack of a pixel
value of one or more of sub-pixels is less likely to give
influence on image quality.
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It should be noted that the criterion by which the pixel
selection unit 137 selects 16 pixels is not limited to the above.
For example, the pixel selection unit 137 may select 16 pixels
in descending order of a greatest difference in depth value
between sub-pixels, from among pixels determined to include
apolygon edge. It should be noted that in the example in FIG.
7B, a greatest value of a difference in depth value between
sub-pixels is used as a greatest difference in depth value.
Further, regarding depth values in FIG. 7B, a depth value at a
view position is 0.0, and a depth value at a position most
distant from the view position is 1.0.

As shown by the pattern (A) in FIG. 7B, a pixel having a
large, greatest difference in depth value represents a pixel
including sub-pixels distant from one another in the depth
direction. Specifically, there is a high possibility that a corre-
lation between sub-pixels is low, and the color difference
between sub-pixels is large. In contrast, there is a tendency
that the smaller the greatest difference in depth value is (the
order of patterns (A), (B), and (C)), the smaller the color
difference between sub-pixels is. In view of this, as with the
case of a greatest color difference, it is preferable to prefer-
entially store pixel values of sub-pixels included in a pixel in
which sub-pixels have a large, greatest difference in depth
value.

It should be noted that in the examples in FIGS. 7A and 7B,
16 pixels are selected according to a criterion based on a
greatest color difference or a greatest difference in depth
value, and both a color value and a depth value of each
sub-pixel other than a representative sub-pixel included in
each of the selected pixels are stored into a representative
pixel value storage area 141. However, the present invention
is not limited to this, and a pixel having a color value and a
pixel having a depth value may be separately selected.

Specifically, the pixel selection unit 137 selects 16 pixels in
descending order of a greatest color difference between sub-
pixels, from among pixels determined by the polygon edge
determination unit 131 to include a polygon edge. Similarly,
the pixel selection unit 137 selects 16 pixels from among
pixels determined by the polygon edge determination unit
131 to include a polygon edge, in descending order of a
greatest difference in depth value between sub-pixels.

It should be noted that 16 pixels selected in descending
order of a greatest color difference may be all the same as, or
different in part from, or even completely different from 16
pixels selected in descending order of a greatest difference in
depth value. Thus, the pixel selection unit 137 selects pixels
twice based on different selection criteria (a greatest color
difference and a greatest difference in depth value).

In addition, the sub-pixel value storage unit 133 may store,
into different areas in a sub-pixel value storage area 142, color
values of sub-pixels other than representative sub-pixels of 16
pixels each having a large, greatest color difference selected
by the pixel selection unit 137, and depth values of sub-pixels
other than representative sub-pixels of 16 pixels each having
alarge, greatest difference in depth value selected by the pixel
selection unit 137.

Further, although the above is an example in which the
pixel selection unit 137 selects 16 pixels from among all the
pixels determined by the polygon edge determination unit
131 to include a polygon edge, the selection is not limited to
this. For example, the pixel selection unit 137 may select 16
pixels from among pixels determined by the polygon edge
determination unit 131 to include a polygon edge and each
associated with a combination completed bit set to the second
value (value indicating that pixel values of sub-pixels are not
mixed).
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When a combination completed bit is set to the first value
(value indicating that pixel values of sub-pixels are mixed),
pixel values of sub-pixels included in a pixel are not (original)
values when the pixel is used for rendering. Thus, even stor-
ing pixel values of all the sub-pixels included in such a pixel
into the sub-pixel value storage area 142 does not prevent
deterioration of image quality. Thus, it is preferable to select
16 pixels from among pixels which include sub-pixels having
values at the time of rendering.

Next, the transfer unit 130 extracts a leading pixel (pixel 0)
in a unit of processing, as a pixel to be processed (S14). The
following processing (S15 to S19) is for the transfer from the
first memory 120 to the second memory 140 for each pixel.

The representative pixel value storage unit 132 selects one
of plural sub-pixels included in a pixel being processed, as a
representative sub-pixel. Then, the representative pixel value
storage unit 132 stores a representative pixel value which is a
pixel value of the selected representative sub-pixel, into the
representative pixel value storage area 141 of the second
memory 140 (S15). In the example below, a description is
given assuming a sub-pixel at the upper left of each pixel as a
representative sub-pixel. It should be noted that the represen-
tative pixel value storage area 141 may store, in addition to a
pixel value of a representative sub-pixel (namely, a color
value and a depth value), a value of a combination completed
bit associated with a pixel including that representative sub-
pixel, for example.

Next, the sub-pixel value storage unit 133 checks whether
the pixel being processed is a pixel selected by the pixel
selection unit 137 (S16). Then, if the pixel being processed is
a selected pixel (Yes in S16), the sub-pixel value storage unit
133 stores pixel values (namely, color values and depth val-
ues) of sub-pixels (an upper right sub-pixel, a lower left
sub-pixel, and a lower right sub-pixel) other than the repre-
sentative sub-pixel selected by the representative pixel value
storage unit 132, into the sub-pixel value storage area 142 of
the second memory 140 (S17).

Then, if there is an unprocessed pixel (Yes in S18), the
transfer unit 130 extracts the next pixel as a pixel to be
processed (S19), and repeatedly executes the processing of
steps S15 to S17 on all the pixels in the unit of processing.

FIG. 8A shows an example of image data stored in the first
memory 120. FIG. 8B shows an example of data stored in the
representative pixel value storage area 141 of the second
memory 140. FIG. 8C shows an example of data stored in the
sub-pixel value storage area 142 of the second memory 140.

Pixel position IDs 0 to 63 indicating pixel positions are
given to pixels in the representative pixel value storage area
141 shown in FIG. 8B. Entry IDs O to 15 where sub-pixels can
be stored are given to the sub-pixel value storage area 142
shown in FIG. 8C.

In FIG. 8C, the maximum number of entries which can be
stored in the sub-pixel value storage area 142 is for only 16
pixels out of 8x8 pixels in total. Further, in Embodiment 1,
each pixel includes four sub-pixels, one of the sub-pixels is
selected as a representative sub-pixel, and a pixel value of the
selected representative sub-pixel is stored as a representative
sub-pixel value into the representative pixel value storage
area 141. Three sub-pixels other than the representative sub-
pixel, and a pixel position ID indicating a location of a pixel
including the sub-pixels among 8x8 pixels are stored in a null
entry of the sub-pixel value storage arca 142.

Specifically, the representative pixel value storage unit 132
stores pixel values of upper left sub-pixels of pixels 0 to 63
shown in FIG. 8A, as representative pixel values, into the
representative pixel value storage area 141 of the second
memory 140.
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The sub-pixel value storage unit 133 previously initializes
pixel position IDs of 16 entries of the sub-pixel value storage
area 142 to —1. “~1” is defined as a value indicating that an
entry is invalid (null entry), and the IDs are initialized to that
value. Of course, entry valid bits corresponding to entries
may be added, and all valid bits may be invalidated at the time
of initialization.

In the example of FIG. 8A, pixel 15 including a polygon
edge includes values (pixel values, depth values) of 2x2 sub-
pixels, and is a pixel with pixel position ID 15, having pixel
values of upper left sub-pixel 15a, upper right sub-pixel 15b,
lower left sub-pixel 15¢, and lower right sub-pixel 15d.

The representative pixel value storage unit 132 selects
upper left sub-pixel 15a as a representative sub-pixel of pixel
15, and stores a pixel value of sub-pixel 15a at the pixel
position (pixel position ID=15) of the representative pixel
value storage area 141. Further, the sub-pixel value storage
unit 133 stores pixel values of upper right sub-pixel 15b,
lower left sub-pixel 15¢, and lower right sub-pixel 15d other
than the representative sub-pixel into a null entry (entry
1ID=0) of the sub-pixel value storage area 142, and further-
more, stores pixel position ID=15.

Furthermore, likewise, the representative pixel value stor-
age unit 132 selects, for pixel 22, upper left sub-pixel 22a as
a representative sub-pixel, and stores a pixel value of sub-
pixel 22a at the pixel position (pixel position ID=22) of the
representative pixel value storage area 141. Further, the sub-
pixel value storage unit 133 stores pixel values of upper right
sub-pixel 22b, lower left sub-pixel 22¢, and lower right sub-
pixel 22d other than the representative sub-pixel into a null
entry (entry ID=1) of the sub-pixel value storage area 142,
and furthermore, stores pixel position ID=22.

The transfer unit 130 performs the above processing on all
the pixels 0 to 63 in a unit of processing. It should be noted
that although the above shows that the upper left sub-pixel is
selected as a representative sub-pixel as one example of
selecting a representative sub-pixel, the present invention is
not limited to this. A lower right sub-pixel may be selected as
arepresentative sub-pixel, rather than an upper left sub-pixel.

Further, a sub-pixel with a depth value having the highest
priority and satisfying a Z-test may be selected as a represen-
tative sub-pixel. For example, a sub-pixel having the highest
priority can be defined as a sub-pixel located closest to a user
among four sub-pixels (ZFUNC=LESS: function of selecting
a sub-pixel closest to a viewpoint). In the example in FIG. 9A,
the depth value and the color value of an upper right sub-pixel
are stored as a representative sub-pixel value in the represen-
tative pixel value storage arca 141.

Further, a sub-pixel furthest from a user among four sub-
pixels may be a representative sub-pixel
(ZFUNC=GREATER: function of selecting a sub-pixel fur-
thest from a viewpoint). In the example in FIG. 9A, the depth
value and the color value of a lower left sub-pixel are stored as
a representative sub-pixel value in the representative pixel
value storage arca 141.

It should be noted that it is necessary to store a positional
relationship between three sub-pixels in the sub-pixel value
storage area 142 in this case. Any method may be used as long
as the method satisfies a condition that the positions of origi-
nal four sub-pixels can be uniquely reconstructed from a
representative sub-pixel and the remaining sub-pixels, based
on a pixel position ID.

Further, among four sub-pixels, a sub-pixel associated with
awrite-enable bit set to the third value (a value indicating that
a sub-pixel is used to render a polygon in immediately pre-
ceding rendering processing) may be a representative sub-
pixel. Specifically, in the pattern (A) of FIG. 9B, the depth
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value and the color value of an upper right sub-pixel are stored
as a representative sub-pixel value in the representative pixel
value storage area 141. Likewise, in the pattern (B) of FIG.
9B, the depth value and the color value of an upper left
sub-pixel are stored as a representative sub-pixel value in the
representative pixel value storage arca 141.

A method for selecting a representative sub-pixel shown by
patterns (A) and (B) in FIG. 9B is preferably used for a pixel
determined by the polygon edge determination unit 131 to
include a polygon edge, and associated with a combination
completed bit set to the second value (a value indicating that
pixel values of sub-pixels are not mixed), for example. In this
manner, a pixel value of a sub-pixel used to render a polygon
in immediately preceding processing can be stored.

It is more preferable that this method for selecting a rep-
resentative sub-pixel is used for a pixel determined by the
polygon edge determination unit 131 to include a polygon
edge, associated with a combination completed bit set to the
second value, and not selected by the pixel selection unit 137.
At this time, the combination completed bit of such a pixel is
set to the first value.

Further, a sub-pixel closest to (furthest from) a user may be
a representative sub-pixel among sub-pixels associated with
the write-enable bit in which the third value is stored. In
pattern (C) in FIG. 9B, among an upper left sub-pixel and a
lower right sub-pixel each associated with a write-enable bit
set to 1, the depth value and the color value of the upper left
sub-pixel located closer to the user are stored as a represen-
tative sub-pixel value in the representative pixel value storage
area 141.

It should be noted that although the above shows examples
in which one of plural sub-pixels included in a pixel is
selected as a representative sub-pixel, the selection is not
limited to this, and a pixel value of a representative sub-pixel
may be newly generated by mixing pixel values of the plural
sub-pixels. It should be noted that if pixel values of plural
sub-pixels are mixed, a combination completed bit associated
with a pixel including the sub-pixels is set to the first value.

For example, an average value of pixel values of sub-pixels
may be a pixel value of a representative sub-pixel. More
specifically, an average value of color values for each color
component and an average value of depth values may be
separately calculated, and the average values may be a pixel
value of a representative sub-pixel.

It should be noted that pixel values of all the sub-pixels
included in each pixel may be used, or pixel values of only
some of the sub-pixels may be used for calculation of average
values. Specifically, among plural sub-pixels, only pixel val-
ues of sub-pixels each associated with a write-enable bit set to
the third value may be averaged, to calculate a pixel value of
a representative sub-pixel.

Further, an average value may be a simple average or a
weighted average (weighted mean). As an example, a depth
value of each sub-pixel can be used as a weighting factor.
Specifically, a weighting average may be calculated by mul-
tiplying a pixel value of a sub-pixel located closer to (further
from) a user by a large weighting factor.

It should be noted that whether one of plural sub-pixels is
selected as a representative sub-pixel or pixel values of plural
sub-pixels are mixed to generate a pixel value of a represen-
tative sub-pixel may be equally determined for all the pixels
in a unit of processing, or may be differently determined for
pixels in a unit of processing.

For example, for a pixel determined by the polygon edge
determination unit 131 to include a polygon edge and selected
by the pixel selection unit 137, it is preferable to select one of
plural sub-pixels as a representative sub-pixel. In contrast, for
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a pixel determined by the polygon edge determination unit
131 to include a polygon edge and not selected by the pixel
selection unit 137, it is preferable to generate a pixel value of
a representative sub-pixel by mixing pixel values of plural
sub-pixels. Either of the methods may be used for a pixel
determined by the polygon edge determination unit 131 notto
include a polygon.

Ifapixel value of arepresentative sub-pixel is generated by
mixing pixel values of plural sub-pixels, the representative
pixel value storage unit 132 sets the combination completed
bit of a pixel including the representative sub-pixel to the first
value (a value indicating that a pixel value of a representative
sub-pixel is generated by mixing pixel values of plural sub-
pixels).

It should be noted that in the example in FIG. 8C described
so far, although N indicating the number of pixels which can
be stored in the sub-pixel value storage area 142 is set to 16,
the number is not limited to this, and a given number of pixels
can be stored in the sub-pixel value storage area 142. For
example, N indicating the number of pixels which can be
stored in the sub-pixel value storage area 142 may be 64,
which means that all the pixels in a unit of processing can be
stored in the sub-pixel value storage area 142 if all the pixels
include a polygon edge.

Here, an area in which at least one set corresponding to N
number of pixels (N is a natural number) each including a
pixel position and sub-pixels other than a representative sub-
pixel can be stored may be assigned to the sub-pixel value
storage area 142, and furthermore the number of storable
pixels N may be limited to less than the number of pixels
included in one unit of processing. In this manner, a memory
band necessary for transferring image data between the first
and second memories 120 and 140 and the capacity of the
second memory 140 can be further reduced.

In Embodiment 1, although a description is given of the
case where one unit of processing includes 8 pixels in width
and 8 pixels in height, that is, 64 pixels in total, and the
number of sampling points is four per pixel (2 sub-pixels in
width and 2 sub-pixels in height), the present invention is not
limited to this.

It should be noted that the image processing unit 110, the
transfer unit 130, and all or some of the functional blocks
included in the units are typically achieved as an LSIwhich is
an integrated circuit. These may be each formed as a single
chip or may be formed as a single chip to include some or all
of the blocks. LSI is mentioned here, but it may also be
referred to as IC, system LSI, super LSI, or ultra LSI depend-
ing on the degree of integration.

Moreover, ways to achieve circuit integration are not lim-
ited to the LSI, and a special circuit or a general purpose
processor can also be used to achieve the circuit integration. A
field programmable gate array (FPGA) that can be pro-
grammed after manufacturing L.SIs or a reconfigurable pro-
cessor that allows re-configuration of the connection or set-
ting of a circuit cell inside an L.SI may be used.

In addition, if advancement in semiconductor technology
or other derivative technology achieves circuit integration
technology that replaces LSI, the functional blocks may of
course be integrated using such a technology. The present
invention may be applied to biotechnology, for instance.

Further, a program which describes the steps described in
Embodiment 1 may be stored in a memory, and a central
processing unit (CPU) or the like may read the program from
the memory, and execute the read program, thereby achieving
the above functional blocks. Further, the program which
describes the steps may be stored in a recording medium, and
the medium may be distributed.
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According to such a configuration, assuming that plural
pixels constitute one unit of processing, only a pixel value of
a representative sub-pixel is stored for a pixel which does not
include a polygon edge, whereas pixel values of sub-pixels
other than a representative sub-pixel are also stored for a pixel
which includes a polygon edge. This allows sub-pixel infor-
mation to be stored as much as possible, without the necessity
of a large capacity memory.

Furthermore, the number of storable sub-pixel information
pieces is limited to N which is a predetermined number, thus
allowing the memory capacity of the sub-pixel value storage
area 142 to be fixed and a necessary memory band and nec-
essary memory capacity to be secured previously, without
depending on graphics to render.

Next, FIG. 10 is a block diagram showing a configuration
of the transfer unit 130 for transferring image data from the
second memory 140 to the first memory 120. The transfer unit
130 shown in FIG. 10 mainly includes a representative pixel
value reading unit 134, a sub-pixel value reading unit 135, and
a pixel load unit 136.

It should be noted that the same numerals are used for the
same constituent elements as in FIG. 4, and thus a description
thereof is omitted. Further, also in this example, one unit of
processing includes 8 pixels in width and 8 pixels in height,
that is, 64 pixels in total, and the number of sampling points
per pixel is 2 sub-pixels in width and 2 sub-pixels in height,
that is, 4 sampling points.

The representative pixel value reading unit 134 reads a
representative pixel value of each pixel in a unit of processing
from the representative pixel value storage area 141. The
sub-pixel value reading unit 135 reads, from the sub-pixel
value storage area 142, pixel values and pixel positions of
sub-pixels other than a representative sub-pixel of each pixel
selected by the pixel selection unit 137, when pixel data is
transferred from the first memory 120 to the second memory
140.

The pixel load unit 136 generates a pixel value of each pixel
in a unit of processing, using a representative pixel value read
from the representative pixel value storage area 141 and/or
pixel values of sub-pixels other than the representative sub-
pixel read from the sub-pixel value storage area 142, and
stores image data including the generated pixel values in the
first memory 120.

More specifically, the pixel load unit 136 generates a pixel
value of a pixel selected by the pixel selection unit 137, using
a representative pixel value read by the representative pixel
value reading unit 134 and pixel values of sub-pixels other
than the representative sub-pixel read by the sub-pixel value
readingunit 135, and duplicates the representative pixel value
read by the representative pixel value reading unit 134 to each
sub-pixel, to generate a pixel value of each pixel not selected
by the pixel selection unit 137. Then, the pixel load unit 136
writes image data including the generated pixel values of
pixels in the first memory 120.

A description is given of operation of the transfer unit 130
shown in FIG. 10, with reference to FIG. 11. FIG. 11 is a
flowchart showing steps of processing (image data load pro-
cessing) for transferring image data from the second memory
140 to the first memory 120.

First, the transfer unit 130 extracts a leading pixel (pixel 0)
in a unit of processing as a pixel to be processed (S21). The
following processing (S22 to S28) is processing for data
transfer from the second memory 140 to the first memory 120
for each pixel.

Here, as shown in FIGS. 12A and 12B, 8x8 pixel values of
representative sub-pixels are stored in the representative pixel
value storage area 141, and sub-pixel information for 16
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entries is stored in the sub-pixel value storage area 142. 8x8
representative pixel values and sub-pixel information (each
including three sub-pixel values and a pixel position) are
assumed to correspond to uniquely determined positions of
8x8 pixels in one unit of processing. Pixel position IDs indi-
cating the positions of 8x8 pixels are represented by 0 to 63,
and simultaneously indicate pixel positions of 8x8 represen-
tative pixel values. Sub-pixel entry IDs are represented by O to
15 each showing a different one of 16 entries of the sub-pixel
value storage arca 142.

Next, the representative pixel value reading unit 134 reads
the representative pixel value of a pixel being processed
(pixel 0) from the representative pixel value storage area 141
of the second memory 140 (S22).

Next, the pixel load unit 136 checks whether the pixel
position ID (=0) of the pixel being processed is included in
any of 16 entries of the sub-pixel value storage area 142 (S23).
Here, the case where the pixel position ID of the pixel being
processed is stored in the sub-pixel value storage area 142
indicates the case where the pixel being processed is a pixel
selected by the pixel selection unit 137. In contrast, the case
where the pixel position ID of the pixel being processed is not
stored in the sub-pixel value storage area 142 indicates the
case where the pixel being processed is not a pixel selected by
the pixel selection unit 137.

In the example in FIG. 12B, pixel position IDs in the
sub-pixel value storage area 142 do not include pixel position
ID 0 of the pixel being processed (No in S23), and thus the
pixel load unit 136 generates a pixel value of the pixel being
processed using only the representative pixel value read by
the representative pixel value reading unit 134. Specifically,
the pixel load unit 136 duplicates the representative pixel
value to each sub-pixel included in the pixel being processed
(S24). Then, the pixel load unit 136 stores the generated pixel
value into the first memory 120.

More specifically, as shown in FIG. 12C, the representative
pixel value read by the representative pixel value reading unit
134 is originally a pixel value of upper left sub-pixel Oa. Then,
the pixel load unit 136 generates pixel values of upper left
sub-pixel Oa, upper right sub-pixel Ob, lower left sub-pixel Oc,
and lower right sub-pixel 0d by duplicating the read repre-
sentative pixel value. Consequently, pixel values of four sub-
pixels Oa to 0d are the same.

In contrast, for example, if a pixel being processed is pixel
62, pixel position ID 62 of the pixel being processed is present
atentry ID 15 of the sub-pixel value storage area 142 (Yes in
S23), and thus the sub-pixel value reading unit 135 reads
sub-pixel values 1, 2, and 3 which are pixel values of sub-
pixels other than the representative sub-pixel of the pixel
being processed from the sub-pixel value storage area 142 of
the second memory 140 (S25).

Next, the pixel load unit 136 generates a pixel value of the
pixel being processed by combining the representative pixel
value read by the representative pixel value reading unit 134
and pixel values of sub-pixels other than the representative
sub-pixel read by the sub-pixel value reading unit 135 (S26).
Then, the pixel load unit 136 stores the generated pixel value
into the first memory 120.

More specifically, as shown in FIG. 12C, the representative
pixel value read by the representative pixel value reading unit
134 is originally a pixel value of upper left sub-pixel 62a.
Sub-pixel values 1, 2, and 3 read by the sub-pixel value
reading unit 135 are originally pixel values of upper right
sub-pixel 62b, lower left sub-pixel 62c, and lower right sub-
pixel 62d. Now, the pixel load unit 136 places these pixel
values at predetermined positions, and generates the pixel
value of pixel 62.
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Next, the transfer unit 130 checks whether there still is an
unprocessed pixel in one unit of processing (S27). In FIG. 11,
the processing ends when processing on all the pixels at pixel
position IDs 0 to 63 ends (No in S27). It should be noted that
the write-enable bits of all the sub-pixels transferred from the
second memory 140 to the first memory 120 are initialized to
the fourth value (value indicating that the sub-pixels are not
used to render a polygon in the immediately preceding ren-
dering processing).

The values prior to the transfer from the first memory 120
to the second memory 140 are held in the combination com-
pleted bits of all the sub-pixels transferred from the second
memory 140 to the first memory 120. Specifically, in step
S22, the representative pixel value reading unit 134 reads the
combination completed bit of the pixel being processed from
the representative pixel value storage area 141. Further, in
steps S24 and S26, the pixel load unit 136 stores the combi-
nation completed bit read by the representative pixel value
reading unit 134 into the first memory 120.

If there is an unprocessed pixel (Yes in S27), the next pixel
is extracted as a pixel to be processed (S28), processing of
steps S22 to S26 is executed on all the pixels in a unit of
processing. For example, upon the end of processing the pixel
at pixel position ID 0 in FIG. 12A, a pixel to be processed is
changed to a pixel at next pixel position ID 1, and the pro-
cessing returns to step S22. Of course, there is no particular
limitation to the order in which pixels are scanned, as long as
the pixels are in one unit of processing.

According to such a configuration, all sub-pixels are recon-
structed uniquely using a representative pixel value stored for
each pixel and some of sub-pixel values and pixel positions,
thus achieving an image processing device which does not
require a large capacity memory when temporarily saving
image data.

Embodiment 2

The following describes an image processing device
according to Embodiment 2, with reference to FIGS. 13 to
15B. It should be noted that a detailed description of common
points to Embodiment 1 is omitted, and a description is given
focusing on the differences.

First, FIG. 13 is a block diagram showing a configuration
of a transfer unit 130 according to Embodiment 2 for trans-
ferring image data from the first memory 120 to the second
memory 140. The transfer unit 130 shown in FIG. 13 mainly
includes a polygon edge determination unit 131, a represen-
tative pixel value storage unit 132, and a sub-pixel value
storage unit 133. Thus, the difference from Embodiment 1 is
that the pixel selection unit 137 is excluded from FIG. 4.

FIG. 14 is a flowchart showing steps of image data com-
pression processing according to Embodiment 2 for transfer-
ring image data from a first memory 120 to a second memory
140. Image data compression processing shown in FIG. 14 is
different from Embodiment 1 in that processing of steps S12
and S13 in FIG. 5 is excluded (processing by the pixel selec-
tion unit 137). Further, a difference is that it is determined in
step S16 in FIG. 5 whether a pixel is selected by the pixel
selection unit 137, whereas in step S16 in FIG. 14, it is
determined whether a pixel is determined by the polygon
edge determination unit 131 to include a polygon edge.

As described above, the image processing device accord-
ing to Embodiment 2 excludes the pixel selection unit 137,
and thus if the number of pixels each including a polygon
edge in one unit of processing exceeds the number of pixels
which can be stored in a sub-pixel value storage area 142, it is
necessary to perform the processing below.
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For example, as in FIG. 8C, when N indicating the number
of pixels which can be stored in the sub-pixel value storage
area 142 is 16 (16 entries), if the number of pixels which
include a polygon edge in one unit of processing exceeds 16,
an area for storing sets each including a sub-pixel value and a
pixel position (collectively referred to as “sub-pixel informa-
tion”) is insufficient, and thus all sub-pixel information pieces
cannot be stored.

To address this, the representative pixel value storage unit
132 and/or the sub-pixel value storage unit 133 may adjust,
according to the number of pixels each including a polygon
edge in one unit of processing, the number of sub-pixel infor-
mation pieces stored in the sub-pixel value storage area 142
(the number of entries), and the accuracy of pixel values
stored in a representative pixel value storage area 141 and/or
the sub-pixel value storage area 142. A description is given of
the relationship between the accuracy of pixel values stored in
the sub-pixel value storage area 142 and the number of sub-
pixel information pieces which can be stored in the sub-pixel
value storage area 142, using FIGS. 15A and 15B.

8x8 pixels (16x16 sub-pixels) in a unit of processing
shown in FIG. 15A include 21 pixels each including a poly-
gon edge (pixels enclosed with thick line boxes). However,
the sub-pixel value storage area 142 can store only 16 sets of
information on pixels each including a polygon edge. In view
of'this, in accordance with the table in FIG. 15B, an amount of
data is compressed y lowering the accuracy of stored sub-
pixel values, in exchange for increasing the number of pixels
stored in the sub-pixel value storage area 142. It should be
noted that “to lower the accuracy of pixel values” indicates to
eliminate a lower bit of a pixel value, for example.

It should be noted that the table shown in FIG. 15B needs
to be common as a system. Specifically, this is because the
system needs to know the accuracy of stored pixel values
when referring to the representative pixel value storage area
141 and the sub-pixel value storage area 142.

The table shown in FIG. 15B stores pixel values having 8
bits for each of R, G, and B components, without lowering the
accuracy of pixel values if one unit of processing includes
only 16 pixels or less each including a polygon edge. Further,
if a unit of processing includes more than 16 and at most 24
pixels each including a polygon edge, the accuracy of R
components and B components is lowered by 1 bit, and thus
pixel values are stored which have 7 bits for R component, 8
bits for G component, and 7 bits for B component. Further, if
a unit of processing includes more than 24 and at most 32
pixels each including a polygon edge, the accuracy of R
components and B components is lowered by 2 bits, and the
accuracy of G components is lowered by 1 bit. Consequently,
pixel values are stored which have 6 bits for R component, 7
bits for G component, and 6 bits for B component. Further-
more, ifa unit of processing includes more than 32 pixels each
including a polygon edge, the accuracy of components is set
to the same accuracy as the case where the number of such
pixels is 32 or less, and the memory area of the sub-pixel value
storage area 142 is increased, thereby increasing the number
of storable entries.

In the example in FIG. 15A, since the number of pixels
each including a polygon edge is 21, all the sub-pixel infor-
mation pieces can be stored by increasing the number of
storable sub-pixel information entries from 16 to 24 in
exchange for lowering the accuracy of R and B components
by 1 bit, namely, from 8 bits to 7 bits.

For example, for pixel 59 in FIG. 15A, lower 1 bit of each
ofR and B components of upper right sub-pixel 59b and R and
B components of lower right sub-pixel 59d is eliminated. It
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should be noted that bits eliminated here cannot be recon-
structed in image data load processing described below.

In this manner, the accuracy of pixel values is adjusted
according to the number of pixels each including a polygon
edge, thereby allowing the memory capacity of the sub-pixel
value storage area 142 necessary to store one unit of process-
ing to be fixed. As a result, a necessary memory band and
necessary memory capacity are previously secured, without
depending on graphics to be rendered. Specifically, in the
example in FIG. 8B, if there are 32 pixels or less each includ-
ing a polygon edge, the upper limit of the memory capacity of
the sub-pixel value storage arca 142 can be made fixed (a
smaller amount than an amount for storing all of 8x8 pixels).

It should be noted that a description is given of the case
where the accuracy of R and B components is lowered more
preferentially than that of G components with an increase in
the number of pixels each including a polygon edge, using the
example in FIG. 15B. This is because the deterioration of the
image quality by lowering the accuracy of G components is
more conspicuous than R and B components. Further, it is
more preferable to preferentially lower the accuracy of color
values (R, G, B) than depth values. However, the present
invention is not limited to these.

In addition, although the upper limit of the number of
pixels which can be stored according to a fixed memory
capacity is 32 in the example in FIG. 15B, the present inven-
tion is not limited to this. It is needless to say that the number
of entries may be increased by further lowering the accuracy
of each color component.

Furthermore, although the accuracy shown in FIG. 15B is
reflected only on pixel values stored in the sub-pixel value
storage area 142 in the above example, the present invention
is not limited to this. The accuracy may be reflected only on
pixel values stored in the representative pixel value storage
area 141, or on all the pixel values stored in the representative
pixel value storage area 141 and the sub-pixel value storage
area 142.

If the number of pixels each including a polygon edge
exceeds the upper limit (32 in the example in FIG. 15B), the
priority for storing a sub-pixel value may be calculated for
each pixel, and sub-pixel information on a pixel with a low
priority may not be stored in the sub-pixel value storage area
142.

It should be noted that although a method for calculating a
priority is not particularly limited, for example, the greatest
color difference between sub-pixels of each pixel including a
polygon edge may be calculated, and pixels the number of
which corresponds to the upper limit (32 pixels in the
example in FIG. 8B) may be selected in the descending order
of'the calculated greatest color difference, and only sub-pixel
information of the selected pixels may be stored in the sub-
pixel value storage area 142. In this case, sub-pixel informa-
tion of pixels that are not selected is not stored in the sub-pixel
value storage area 142, and only a pixel value of each repre-
sentative sub-pixel is stored in the representative pixel value
storage area 141.

In this case, a pixel value of a representative sub-pixel
selected from sub-pixel values may be stored in the represen-
tative pixel value storage area 141, or a value obtained by
mixing pixel values of sub-pixels may be used as a represen-
tative value. It should be noted that a value obtained by
mixing may be an average value of pixel values of sub-pixels
included in one pixel, for example.

Even in this case, only sub-pixel information pieces the
number of which is the upper limit or less may always be
stored, and thus the memory capacity of the sub-pixel value
storage area 142 necessary for storing one unit of processing
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can be fixed. As a result, a necessary memory band and
necessary memory capacity can be previously secured, with-
out depending on graphics to be rendered.

It should be noted that the configuration of the transfer unit
130 for transferring image data from the second memory 140
to the first memory 120 and image data load processing are
the same as those in FIGS. 10 and 11, and thus a detailed
description thereof is omitted.

It should be noted that a difference from Embodiment 1 is
that in image data load processing according to Embodiment
2, pixel values and pixel positions of sub-pixels stored in the
sub-pixel value storage area 142 do not correspond to pixels
selected by the pixel selection unit 137 according to Embodi-
ment 1, but correspond to all the pixels determined by the
polygon edge determination unit 131 to be pixels each includ-
ing a polygon edge.

Specifically, a representative pixel value reading unit 134
according to Embodiment 2 reads a representative pixel value
of each pixel in a unit of processing from the representative
pixel value storage area 141. A sub-pixel value reading unit
135 according to Embodiment 2 reads, from the sub-pixel
value storage area 142, pixel values and pixel positions of
sub-pixels other than a representative sub-pixel of each pixel
which includes a polygon edge.

Further, a pixel load unit 136 according to Embodiment 2
generates a pixel value of a pixel which includes a polygon
edge, based on a representative pixel value read by the rep-
resentative pixel value reading unit 134 and pixel values of
sub-pixels other than the representative sub-pixel read by the
sub-pixel value reading unit 135, and generates a pixel value
of each pixel which does not include a polygon edge by
duplicating the representative pixel value read by the repre-
sentative pixel value reading unit 134 to each sub-pixel. Then,
the pixel load unit 136 writes image data including the gen-
erated pixel values of pixels into the first memory 120.

Furthermore, the pixel load unit 136 according to Embodi-
ment 2 checks whether any of the 16 entries of the sub-pixel
value storage area 142 includes pixel position ID 0 of a pixel
being processed. Here, the case where the pixel position ID of
the pixel being processed is stored in the sub-pixel value
storage area 142 means that the pixel being processed
includes a polygon edge, whereas the case where the pixel
position ID of the pixel being processed is not stored in the
sub-pixel value storage area 142 means that the pixel being
processed does not include a polygon edge.

Further, it is needless to say that it is necessary to determine
in step S26 in FIG. 11 the accuracy of stored pixel values and
the number of entries of sub-pixel information from the table
in FIG. 15B, and correct accuracy of (add one or more bits to)
each pixel value, and copy a value to which one or more bits
are added. “To correct accuracy” here indicates, for example,
processing of adding 0 to a lower bit of a pixel value stored in
the sub-pixel value storage area 142 (a lower bit indicates “a
bit eliminated through accuracy adjustment.” The same
applies hereinafter). However, a specific example of accuracy
correction is not limited to this. For example, 1 may be added
to a lower bit and the value of a higher bit may be copied to a
lower bit.

It should be noted that in the above embodiments, each of
the constituent elements may be constituted by dedicated
hardware, or may be obtained by executing a software pro-
gram suitable for the constituent element. Each constituent
element may be obtained by a program execution unit such as
a CPU or a processor reading and executing a software pro-
gram recorded on a recording medium such as a hard disk or
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semiconductor memory. Here, the software which achieves
the image processing device in the above embodiments is a
program as described below.

Thus, this program causes a computer to process an image.
Specifically, the program causes the computer to execute: (a)
determining, for each of plural pixels in a unit of processing,
whether the pixel includes a predetermined edge, the plural
pixels being included in image data; (b) for each of the plural
pixels, selecting one of plural sub-pixels obtained by dividing
the pixel, as a representative sub-pixel or generating the rep-
resentative sub-pixel by mixing pixel values of the plural
sub-pixels, and storing, into a representative pixel value stor-
age area, a representative pixel value which is a pixel value of
the representative sub-pixel; and (¢) storing, into a sub-pixel
value storage area, pixel values of two or more of the plural
sub-pixels in each of pixels determined in step (a) to include
the predetermined edge, the two or more of the plural sub-
pixels being other than the representative sub-pixel selected
in step (b). The sub-pixel value storage area stores one or
more sets corresponding to N number of pixels, the one or
more sets each including a pixel position and a pixel value of
each sub-pixel other than the representative sub-pixel of a
pixel at the pixel position, N being a natural number smaller
than a total number of the plural pixels in the unit of process-
ing for the edge determination unit.

The above configurations can be combined where neces-
sary.

Although the above describes embodiments of the inven-
tion with reference to the drawings, this invention is not
limited to the illustrated embodiments. It is possible to add
various revisions and modifications to the illustrated embodi-
ments in the same scope as this invention and the scope of
equivalents.

INDUSTRIAL APPLICABILITY

The present invention is useful for image processing by
embedded devices which require memory saving and band
saving, such as mobile phones and televisions.

REFERENCE SIGNS LIST

10,100,900 Image processing device

11 Edge determination unit

12,132 Representative pixel value storage unit
13,133 Sub-pixel value storage unit

110 Image processing unit

111,902 Coordinates generation unit
112,903 Color value generation unit

113 Effective pixel bit generation unit

114 Anti-aliasing unit

120 First memory

130 Transfer unit

131 Polygon edge determination unit

134 Representative pixel value reading unit
135 Sub-pixel value reading unit

136 Pixel load unit

137 Pixel selection unit

140 Second memory

141 Representative pixel value storage area
142 Sub-pixel value storage area

901 Pixel data generation unit

904 Pixel occupancy generation unit

905 Pixel storage memory

906 Rendering control unit

907 Pixel data combination unit

5

15

20

30

35

40

45

50

[

0

26

The invention claimed is:

1. An image processing device for processing pixels in
image data, wherein the unit size of the processing is a unit of
processing including plural pixels, said image processing
device comprising:

an edge determination unit configured to determine, for
each of the plural pixels in the unit of processing,
whether the pixel includes a predetermined edge;

a representative pixel value storage unit configured to, for
each of the plural pixels, select one of plural sub-pixels
obtained by dividing the pixel, as a representative sub-
pixel, and store, into a representative pixel value storage
area, a representative pixel value which is a pixel value
of the representative sub-pixel; and

a sub-pixel value storage unit configured to store, into a
sub-pixel value storage area, pixel values of two or more
of the plural sub-pixels in each of pixels determined by
the edge determination unit to include the predetermined
edge, the two or more of the plural sub-pixels being other
than the representative sub-pixel selected by the repre-
sentative pixel value storage unit,

wherein the sub-pixel value storage area stores one or more
sets corresponding to N number of pixels, the one or
more sets each including a pixel position and a pixel
value of each sub-pixel other than the representative
sub-pixel of a pixel at the pixel position, N being a
natural number greater than zero and smaller than a total
number of the plural pixels in the unit of processing for
the edge determination unit.

2. The image processing device according to claim 1, fur-

ther comprising:

a first memory which stores, as image data, pixel values of
plural sub-pixels obtained by dividing each of pixels
included in an image;

a second memory which includes the representative pixel
value storage area and the sub-pixel value storage area;

an image processing unit configured to perform image
processing on the image data stored in the first memory;
and

atransfer unit configured to transfer at least a portion of the
image data stored in the first memory between the first
memory and the second memory, the transfer unit
including:
the edge determination unit;
the representative pixel value storage unit; and
the sub-pixel value storage unit.

3. The image processing device according to claim 1,

wherein the edge determination unit is configured to cal-
culate a total number of the pixels in the unit of process-
ing that include the predetermined edge, and

the sub-pixel value storage unit is configured to increase N,
with an increase in the total number of the pixels calcu-
lated by the edge determination unit, in exchange for
decreasing a total number of bits in each pixel value to be
stored in at least one of the representative pixel value
storage area or the sub-pixel value storage area, N indi-
cating a total number of pixels that the sub-pixel value
storage area is able to store.

4. The image processing device according to claim 1, fur-

ther comprising

a pixel selection unit configured to select N pixels from
among the pixels determined to include the predeter-
mined edge, when the edge determination unit has deter-
mined that more than N pixels include the predeter-
mined edge,

wherein for each of one or more pixels that are not selected
as the N pixels by the pixel selection unit from among
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the more than N pixels, the representative pixel value
storage unit is configured to generate the representative
sub-pixel by mixing pixel values of the plural sub-pixels,
and store a pixel value of the generated representative
sub-pixel into the representative pixel value storage
area, and

for each of the N pixels selected by the pixel selection unit,
the sub-pixel value storage unit is configured to store the
pixel value of each sub-pixel other than the representa-
tive sub-pixel of the pixel into the sub-pixel value stor-
age area.

5. The image processing device according to claim 4,

wherein the pixel selection unit is configured to calculate,
for each of the pixels determined by the edge determi-
nation unit to include the predetermined edge, a greatest
color difference between the sub-pixels included in the
pixel, and select N pixels in descending order of the
calculated greatest color difference.

6. The image processing device according to claim 4,

wherein the pixel value of each of the sub-pixels includes a
color value indicating a color of a pixel which includes
the sub-pixel, and a depth value indicating a position of
the sub-pixel in a depth direction, and

the pixel selection unit is configured to select N pixels from
among the pixels determined by the edge determination
unit to include the predetermined edge, in descending
order of a greatest difference in the depth value between
the sub-pixels.

7. The image processing device according to claim 4,

wherein the pixel value of each of the sub-pixels includes a
color value indicating a color of a pixel which includes
the sub-pixel, and a depth value indicating a position of
the sub-pixel in a depth direction,

the pixel selection unit is configured to, for each of the
pixels determined by the edge determination unit to
include the predetermined edge, calculate a greatest
color difference between the sub-pixels included in the
pixel, select N pixels in descending order of the calcu-
lated greatest color difference, and select N pixels from
among the pixels determined by the edge determination
unit to include the predetermined edge, in descending
order of a greatest difference in the depth value between
the sub-pixels, and

the sub-pixel value storage unit is configured to store, into
different areas of the sub-pixel value storage area, a
color value of each sub-pixel other than the representa-
tive sub-pixel of each of the N pixels selected by the
pixel selection unit in descending order of the greatest
color difference, and a depth value of each sub-pixel
other than the representative sub-pixel of each of the N
pixels selected by the pixel selection unit in descending
order of the greatest difference in the depth value.

8. The image processing device according to claim 4,

wherein each of pixels included in the image data is asso-
ciated with a combination completed bit set to one of a
first value and a second value, the first value indicating
that the representative sub-pixel has been generated by
mixing pixel values of plural sub-pixels included in the
pixel, the second value indicating that pixel values of
plural sub-pixels included in the pixel are not yet mixed,
and

the pixel selection unit is configured to select N pixels from
among pixels determined by the edge determination unit
to include the predetermined edge and associated with
the combination completed bit set to the second value.

5

10

15

20

25

30

35

40

45

50

55

60

65

28

9. The image processing device according to claim 8, fur-

ther comprising:

a first memory which stores, as image data, the pixel values
of the sub-pixels obtained by dividing each of the pixels
included in the image; and

an image processing unit configured to perform image
processing on the image data stored in the first memory,

wherein for each of the sub-pixels, the first memory further
stores a write-enable bit set to one of a third value and a
fourth value, the third value indicating that the sub-pixel
is used to render a polygon in immediately preceding
rendering processing by the image processing unit, the
fourth value indicating that the sub-pixel is not used to
render a polygon in the immediately preceding render-
ing processing by the image processing unit, and

for each of the pixels determined by the edge determination
unit to include the predetermined edge and associated
with the combination completed bit set to the second
value, the representative pixel value storage unit is con-
figured to select a sub-pixel associated with the write-
enable bit set to the third value as the representative
sub-pixel, from among plural sub-pixels included in the
pixel, or generate the representative sub-pixel by mixing
pixel values of sub-pixels each associated with the write-
enable bit set to the third value.

10. The image processing device according to claim 9,

wherein the representative pixel value storage unit is con-
figured to set, to the first value, the combination com-
pleted bit of a pixel determined by the edge determina-
tion unit to include the predetermined edge and not
selected by the pixel selection unit.

11. The image processing device according to claim 1,

wherein the edge determination unit is configured to cal-
culate, for each of the plural pixels in the unit of pro-
cessing, a greatest color difference between the sub-
pixels included in the pixel, and determine a pixel, for
which the calculated greatest color difference exceeds a
threshold value, as being a pixel that includes the prede-
termined edge.

12. The image processing device according to claim 1,

further comprising:

a first memory which stores, as image data, pixel values of
plural sub-pixels obtained by dividing each of pixels
included in an image; and

an image processing unit configured to perform image
processing on the image data stored in the first memory,

wherein for each of the sub-pixels, the first memory further
stores a write-enable bit set to one of a first value and a
second value, the first value indicating that the sub-pixel
is used for rendering in immediately preceding render-
ing processing by the image processing unit, the second
value indicating that the sub-pixel is not used for ren-
dering in the immediately preceding rendering process-
ing by the image processing unit, and

the edge determination unit is configured to determine,
among the plural pixels in the unit of processing, a pixel
including sub-pixels associated with the write-enable
bits having different values to include the predetermined
edge.

13. The image processing device according to claim 4,

wherein the pixel value of each sub-pixel includes a color
value indicating a color of a pixel which includes the
sub-pixel, and a depth value indicating a position of the
sub-pixel in a depth direction, and

the representative pixel value storage unit is configured to
select or generate the representative sub-pixel of each of
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the plural pixels, based on a difference in the depth value
between the sub-pixels included in the pixel.
14. The image processing device according to claim 2,
wherein the image processing unit is configured to:
perform anti-aliasing on the image data stored in the first
memory,
perform processing to newly create the image data, and
perform processing of editing an image represented by the
image data.

pixel value which is a pixel value of the representative
sub-pixel; and

30

(c) storing with the processor, into a sub-pixel value stor-
age area, pixel values of two or more of the plural sub-
pixels in each of pixels determined in step (a) to include
the predetermined edge, the two or more of the plural
sub-pixels being other than the representative sub-pixel
selected in step (b),

wherein the sub-pixel value storage area stores one or more
sets corresponding to N number of pixels, the one or
more sets each including a pixel position and a pixel

15. Th.e 1mage processiig deVlce. according to claim 2, 1o value of each sub-pixel other than the representative

wherein the transfer unit further includes: bonixel of a pixel at the pixel ition. N bei

arepresentative pixel value reading unit configured to read, SUb-pIXel 07 @ pixel al tAe pIXel posilion, cme 4
from the representative pixel value storage area of the natural number greater.than zero and .smaller than.a total
second memory, the representative pixel value of each of number ofthe.plural plxels. in the unit of processing for
the plural pixels in the unit of processing; 15 the predete@lned edge unit. . .

a sub-pixel value reading unit configured to read, from the 19. A non-transitory computer-readable recording medium
sub-pixel value storage area of the second memory, the storing a program for causing a computer to execute an image
pixel value of each sub-pixel other than the representa- processing method for processing pixels in image data,
tive sub-pixel of each pixel determined to include the wherein the unit size of the processing is a unit of processing
predetermined edge; and 20 including plural pixels, the method comprising:

a pixel load unit configured to generate a pixel value of (a) determining, for each of the plural pixels in the unit of
each pixel including the predetermined edge, from the processing, whether the pixel includes a predetermined
representative pixel value read by the representative edge;
pixel value reading unit and the pixel value of each (b) for each of the plural pixels, selecting one of plural
sub-pixel other than the representative sub-pixel read by 25 sub-pixels obtained by dividing the pixel, as a represen-
the sub-pixel value reading unit, generate a pixel value tative sub-pixel, and storing, into a representative pixel
of each of pixels determined not to include the predeter- value storage area, a representative pixel value which is
mined edge, by duplicating the representative pixel a pixel value of the representative sub-pixel; and
value read by the representative pixel value reading unit (c) storing, into a sub-pixel value storage area, pixel values
to each sub-pixel, and write image data including the 30 of two or more of the plural sub-pixels in each of pixels
generated pixel values of the pixels into the first determined in step (a) to include the predetermined
memory. edge, the two or more of the plural sub-pixels being other

16. The image processing device according to claim 15, than the representative sub-pixel selected in step (b),

wherein each of the pixels included in the image is associ- wherein the sub-pixel value storage area stores one or more
ated with a combination completed bit set to one of a first 35 sets corresponding to N number of pixels, the one or
value and a second value, the first value indicating that more sets each including a pixel position and a pixel
the representative sub-pixel has been generated by mix- value of each sub-pixel other than the representative
ing pixel values of plural sub-pixels included in the sub-pixel of a pixel at the pixel position, N being a
pixel, the second value indicating that pixel values of natural number greater than zero and smaller than a total
plural sub-pixels included in the pixel are not yet mixed, 40 number of the plural pixels in the unit of processing for

for each of the sub-pixels, the first memory further stores a the predetermined edge unit.

write-enable bit set to one of a third value and a fourth 20. An integrated circuit for processing pixels in image
value, the third value indicating that the sub-pixel is used data, wherein the unit size of the processing is a unit of
for rendering in immediately preceding rendering pro- processing including plural pixels, said integrated circuit
cessing by the image processing unit, the fourth value 45 comprising:

indicating that the sub-pixel is not used for rendering in an edge determination unit configured to determine, for
the immediately preceding rendering processing by the each of the plural pixels in the unit of processing,
image processing unit, and whether the pixel includes a predetermined edge;

the image processing unit is configured to set, to the second a representative pixel value storage unit configured to, for
value, the combination completed bit of a pixel includ- 50 each of the plural pixels, select one of plural sub-pixels
ing sub-pixels each having the write-enable bit set to the obtained by dividing the pixel, as a representative sub-
third value, after rendering processing. pixel, and store, into a representative pixel value storage

17. The image processing device according to claim 1, area, a representative pixel value which is a pixel value

wherein the predetermined edge is a polygon edge. of the representative sub-pixel; and

18. An image processing method for processing pixels in 55  a sub-pixel value storage unit configured to store, into a

image data, wherein the unit size of the processing is a unit of sub-pixel value storage area, pixel values of two or more
processing including plural pixels, said image processing of the plural sub-pixels in each of pixels determined by
method comprising: the edge determination unit to include the predetermined

(a) determining with a processor, for each of the plural edge, the two or more of the plural sub-pixels being other
pixels in the unit of processing, whether the pixel 60 than the representative sub-pixel selected by the repre-
includes a predetermined edge; sentative pixel value storage unit,

(b) for each of the plural pixels, selecting, with the proces- wherein the sub-pixel value storage area stores one or more
sor one of plural sub-pixels obtained by dividing the sets corresponding to N number of pixels, the one or
pixel, as a representative sub-pixel, and storing, into a more sets each including a pixel position and a pixel
representative pixel value storage area, a representative 65 value of each sub-pixel other than the representative

sub-pixel of a pixel at the pixel position, N being a
natural number greater than zero and smaller than a total



US 9,235,872 B2

31

number of the plural pixels in the unit of processing for
the predetermined edge unit.

21. An image processing device for processing pixels in
image data, wherein the unit size of the processing is a unit of
processing including plural pixels, said image processing
device comprising:

a representative pixel value storage unit configured to, for

each of the plural pixels in the unit of processing, select
one of plural sub-pixels obtained by dividing the pixel,

as a representative sub-pixel, and store a pixel value of 1

the representative sub-pixel into a first storage area; and

a sub-pixel value storage unit configured to store, into a
second storage area, pixel values of two or more of the
plural sub-pixels other than the representative sub-pixel,

wherein the second storage area stores one or more sets
corresponding to N number of pixels, the one or more
sets each including a pixel position and a pixel value of
each sub-pixel other than the representative sub-pixel of
a pixel at the pixel position, N being a natural number
greater than zero and smaller than a total number of the
plural pixels included in the unit of processing.

22. The image processing device according to claim 21,

further comprising

an edge determination unit configured to determine, for
each of the plural pixels in the unit of processing,
whether the pixel includes a predetermined edge,

wherein the sub-pixel value storage unit is configured to
store, into the second storage area, pixel values of two or
more of the plural sub-pixels in each of pixels deter-
mined by the edge determination unit to include the
predetermined edge, the two or more of the plural sub-
pixels being other than the representative sub-pixel
selected by the representative pixel value storage unit.

23. The image processing device according to claim 22,

wherein the N number of pixels are smaller in number than
the plural pixels included in the unit of processing on
which the edge determination unit performs the deter-
mination.

24. The image processing device according to claim 21,

further comprising

a pixel selection unit configured to select N pixels from
among the pixels determined to include the predeter-
mined edge, when the edge determination unit has deter-
mined that more than N pixels include the predeter-
mined edge,

wherein for each of one or more pixels that are not selected
as the N pixels by the pixel selection unit from among
the more than N pixels, the representative pixel value
storage unit is configured to mix the pixel values of the
plural sub-pixels to generate the representative sub-
pixel,

the representative pixel value storage unit is configured to
store a pixel value of the generated representative sub-
pixel into the first storage area, and

the sub-pixel value storage unit is configured to store, for
each of'the N pixels selected by the pixel selection unit,
the pixel value of each sub-pixel other than the repre-
sentative sub-pixel into the second storage area.

25. The image processing device according to claim 21,

wherein the total number of the plural pixels included in the
unit of processing is a total number of the representative
sub-pixels to be stored in the first storage area.
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26. An image processing method for processing pixels in
image data, wherein the unit size of the processing is a unit of
processing including plural pixels, said image processing
method comprising:

for each of the plural pixels in the unit of processing,
selecting, with a processor, one of plural sub-pixels
obtained by dividing the pixel, as a representative sub-
pixel, and storing a pixel value of the representative
sub-pixel into a first storage area; and

storing, into a second storage area, pixel values of two or
more of the plural sub-pixels other than the representa-
tive sub-pixel,

wherein the second storage area stores one or more sets
corresponding to N number of pixels, the one or more
sets each including a pixel position and a pixel value of
each sub-pixel other than the representative sub-pixel of
a pixel at the pixel position, N being a natural number
greater than zero and smaller than a total number of the
plural pixels included in the unit of processing.

27. A non-transitory computer-readable recording medium
storing a program for causing a computer to execute an image
processing method for processing pixels in image data,
wherein the unit size of the processing is a unit of processing
including plural pixels, the method comprising:

for each of the plural pixels in the unit of processing,
selecting one of plural sub-pixels obtained by dividing
the pixel, as a representative sub-pixel, and storing a
pixel value of the representative sub-pixel into a first
storage area; and

storing, into a second storage area, pixel values of two or
more of the plural sub-pixels other than the representa-
tive sub-pixel,

wherein the second storage area stores one or more sets
corresponding to N number of pixels, the one or more
sets each including a pixel position and a pixel value of
each sub-pixel other than the representative sub-pixel of
a pixel at the pixel position, N being a natural number
greater than zero and smaller than a total number of the
plural pixels included in the unit of processing.

28. An integrated circuit for processing pixels in image
data, wherein the unit size of the processing is a unit of
processing including plural pixels, said integrated circuit
comprising:

a representative pixel value storage unit configured to, for
each of the plural pixels in the unit of processing, select
one of plural sub-pixels obtained by dividing the pixel,
as a representative sub-pixel, and store a pixel value of
the representative sub-pixel into a first storage area; and

a sub-pixel value storage unit configured to store, into a
second storage area, pixel values of two or more of the
plural sub-pixels other than the representative sub-pixel,

wherein the second storage area stores one or more sets
corresponding to N number of pixels, the one or more
sets each including a pixel position and a pixel value of
each sub-pixel other than the representative sub-pixel of
a pixel at the pixel position, N being a natural number
greater than zero and smaller than a total number of the
plural pixels included in the unit of processing.
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